
International Journal of Scientific & Engineering Research, Volume 8, Issue 1, January-2017                                                                                        350 
ISSN 2229-5518 

IJSER © 2017 
http://www.ijser.org  

Securing Data Storage System for 
Internet of Things Using   

Key Aggregate Cryptosystem 
A D Ambade, J R Pansare 

 

Abstract— In the most recent couple of decade, the thought of connecting existing computing devices has brought forth a new concept 
called “connecting things”. Due to the advances in data collection technology in sensors, such as embedded devices, ubiquitous and RFID 
technology has led large number of gadgets connected in network which are consistently transmitting their data over the time. This data 
obtained is very precious to many enterprises, so there is need of secure mass storage system for this data. To make the transmission and 
storage of data more secure, data is encrypted before storing. In the proposed system the data obtained from the IoT network is divided 
into blocks based on the default threshold, so that it is more reliable and secure. The blocks are then encrypted using the Key Aggregate 
Cryptosystem (KAC). Using the KAC scheme the data is encrypted with a public key and a ciphertext class after it is divided into blocks. An 
aggregate key is generated for set of blocks which is used in decryption. 

Index Terms— Internet of Things(IoT); Security; Key Aggrgate Cryptosystem(KAC)  

——————————      —————————— 

1 INTRODUCTION                                                                     

ODERN business creates an increasing demand for 
sharing, querying and mining information over autom-
ous enterprises while maintaining the privacy. The ex-

plosive progress in networking, storage, and processor tech-
nologies is resulting in an unprecedented amount of digitiza-
tion of information. The recent development in the networking 
the concept called Internet of Things, which connects various 
computing devices and interoperates with each other to share 
information. Each device in a network has a processing power 
which led to the generation of huge data. 
The term "Big Data" is used for data with three V's, Volume, 
Velocity and Variety. Today, with improvement in technology, 
the data is also increasing exponentially. From the RFID tags 
and industrial equipment to jet engines and electronic devices, 
the world around us is generating ever increasing amount of 
data. This huge and growing data is important to many busi-
ness enterprises to perform data mining and analytics activi-
ties. Many companies use this data to improve products, iden-
tify defects and enhance security. So, there is need for mass 
storage system [1] to store this ever increasing data. 

The four things to consider while designing a storage sys-
tem are availability, reliability, flexibility and security. Availa-
bility ensures that data is available throughout. For this data is 
replicated to storage device at different location. So that data 
available at the time of system failure. Reliability ensures that 
data integrity is maintained. Data should be same as it was 
stored and not altered. Flexibility is that devices can be added 
and removed as and when required. The major concern today 
is security which is ensures that data stored is secure. Securing 
stored data involves preventing unauthorized access along 
with preventing destruction of data (accidental or intentional), 
corruption or infection of information.  

The main objective is to provide security to storage system 
using KAC and to implement encryption and decryption algo-
rithms based on KAC. To make the transmission and storage 

of data more secure, data is encrypted before storing. It is not 
feasible and secure to encrypt the whole data obtained via IoT 
network. In the proposed system the data obtained by the IoT 
network is divided into blocks based on the default threshold, 
so that it is more reliable and secure. The blocks are then en-
crypted using the Key Aggregate Cryptosystem (KAC). 

Key Aggregate Cryptosystem is a special type of scheme 
designed to share data securely over cloud. Using KAC, the 
client will encrypt each data block not only under a public-
key, but also under an identifier of ciphertext called class. That 
means the ciphertexts are further categorized into different 
classes. The key owner, that is, holds a master-secret called 
master secret key, which can be used to extract secret keys for 
different classes. The extracted key can be an aggregate key 
which is as compact as a secret key for a single class, but ag-
gregates the power of many such keys, that is, the decryption 
power for any subset of ciphertext classes. 

2 RELATED WORKS  
Internet of Things virtually is a network of real world systems 
with real-time interactions [2]. Various security and privacy 
threats are discussed in [3][4]. Security issues are categorized 
as front-end, back-end and network threats, and privacy con-
cerns in IoT are categorized as privacy in device, privacy dur-
ing communication, privacy in storage and privacy at 
processing. Security should be provided not only for data in 
transit but also for data at rest i.e., dynamic and static data 
respectively. There are many schemes designed to protect the 
data, cryptographic or non-cryptographic. Hai Jiang et al[5], 
has designed a secure storage system to store aggregate IoT 
data obtained from various devices. They used Shamir’s secret 
sharing scheme to protect data. Shamir’s secret sharing algo-
rithm is used with added internal padding. Before storing the 
data it is split into shares and this data is stored to different 
storage devices.  
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POTSHARDS (Protection Over Time, Securely Harbouring 
And Reliably Distributing Stuff) is a long term secure storage 
system without using encryption [6]. Encryption is unsuited in 
many situations for data storage which requires indefinitely 
long periods of time. Since key management is difficult cryp-
tosystems should be updated to provide secrecy through en-
cryption over periods of decades. The goal of the system is 
provide security to relatively static data with indefinite long 
lifetime.  

Shield is a stackable secure storage system for sharing file 
in public storage[7]. Here a proxy server is in charge of au-
thentication and access control. A new variant of Merkel Hash 
Tree was proposed which support file content update and 
efficient integrity checking. Also a hierarchical key organiza-
tion was designed for convenient key management and effi-
cient permission revocation. Cryptonite[8] is secure storage 
repository for sharing scientific datasets in public cloud. Ar-
chitecture for a secure distributed repository is proposed by 
Haupt et al[9],for Grid environments supporting secure shar-
ing of confidential data by members of ad-hoc created groups. 
This repository is designed to make it easier for ad-hoc colla-
borations which require sharing of restricted-access data be-
tween members of dynamically created groups. 

HASS[10] is a Highly Available, Scalable and Secure distri-
buted data storage systems. To achieve scalability in terms of 
performance and key management, file systems such as Object 
based Storage Devices (OSD) and   Identity Based Encryption 
(IBE) are integrated. Su Chen et al[11], has proposed a revised 
Blakley’s secret sharing scheme is applied to the DFS to sup-
port security and reliability without sacrificing scalability .The 
distributed system is deployed with Graphics Processing Unit 
(GPU). There are two phases of secret sharing scheme: share 
generation and data restoration. To improve the security level 
the large data is split into shares and a random number is 
added. 
Companies that handle critical data are using cloud storage 
services to store their data due to its increasing popularity.  
The critical data includes medical record databases, power 
system historical information and financial data. DepSky[12] is 
a system that provides encryption, encoding and replication of 
the data on diverse clouds that form a cloud-of-clouds to im-
prove the availability, integrity and confidentiality of informa-
tion stored in the cloud.  

3 PROPOSED SYSTEM 

The aim is to design a secure storage system for the aggregate 
data generated from the IoT network. The data generated from 
IoT network is huge, which require secure mass data storage 
systems. In the proposed system Key Aggregate Cryptogra-
phy scheme is used to secure the data. KAC is a public key 
encryption scheme in which any set of cipher text is decrypta-
ble by a constant size decryption key[13]. This key is known as 
an aggregate key. 
The data collected by client from IoT network is divided into 
blocks of fixed threshold. For each data block a key pair is 
generated using KeyGen, such as public and master key. Then 
each data block is encrypted using encrypt algorithm of KAC 
scheme. Here each data block is encrypted with a public key 

and a ciphertext identifier. The output of this phase is the en-
crypted data. Then the encrypted data is stored to the storage 
devices. To access that data client has a master key. But if any 
other user wants to access any set of data, the user needs to 
send a request to the client. Then client will send an aggregate 
key to the user for the requested set of data. With the help of 
aggregate key the user can access the requested set of data 
blocks. 

 
3.1 System Architecture 
There are mainly five components: client, dispatcher, peer 
managers, regular storage devices and user. Fig.1 shows the 
system architecture. Client is the data owner. To save the data 
to the system, client will divide the data into blocks based on 
the fixed threshold. According to the KAC scheme the client 
will be configured to the system by a general registration step. 
The client will divide the data into blocks of fixed threshold. 
Then a key pair is generated, namely master key and a public 
key. Master key is kept as a secret with the client while public 
key is made public. Each data block is encrypted with the pub-
lic key and a ciphertext class. The encrypted data is now ready 
to be uploaded to the storage devices. To store the data client 
node contacts the dispatcher about where to save. In this file 
management system, the dispatcher is the only centralized 
node. However, it only maintains the IP addresses of peer 
managers and will not involve in file operations. The dis-
patcher serves as a proxy and selects peer groups/managers 
according to the work load situation or in round robin man-
ner. Based on the clients’ request, a number of peer groups are 
selected and their peer managers IP addresses are returned. 
The client node keeps these addresses locally for the future 
use. Then each encrypted data block is distributed to corres-

 

 

Fig.1: Syatem Architecture 
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ponding peer managers. Once peer managers receive their 
shares, replication phase starts for high availability. 

To retrieve a file, the client node does not need to contact 
the dispatcher with the locally cached addresses. This reduces 
the possibility of turning it into a bottleneck for storage opera-
tions. With locally maintained manager lists, the client node 
can contact related peer managers directly. Now if a trusted 
user other than client wants to access a set of stored data 
blocks, he has to send a request to the client for the required 
set of blocks. The client will then with the help of a secure 
channel like an email will send an aggregate key for a set of 
requested data blocks to the user. With the help of the aggre-
gate key the client will decrypt the data blocks. 

 
3.2 Algorithms 
The key aggregate encryption scheme consists of five algo-
rithms. The data owner i.e., client establishes the public sys-
tem parameter via Setup algorithm and generates a pub-
lic/master-secret key pair via KeyGen algorithm. The data 
blocks can be encrypted via Encrypt algorithm. The data own-
er can use the master-secret to generate an aggregate decryp-
tion key for a set of encrypted data blocks via Extract algo-
rithm. The generated keys can be passed to other users secure-
ly (through secure e-mails or secure devices) Finally, any user 
with an aggregate key can decrypt any set of data blocks pro-
vided that the ciphertexts identifier is contained in the aggre-
gate key via Decrypt algorithm. 

• Setup(1λ, n): Takes number of ciphertext classes n and 
the group order parameter λ as input. The client ex-
ecutes setup phase by creating an account with the 
system. In this phase the data collected by client is di-
vided into blocks based on the fixed threshold 

• KeyGen( ): executed by the data owner to randomly 
generate a public/master-secret key pair (pk, msk). In 
this phase a pair of keys i.e., public key and a master 
key is generated for each block. 

• Encrypt(pk, i, Bi): On input a public-key pk, an index i 
denoting the ciphertext class, and a data blocks Bi, it 
outputs a ciphertext C. Each data block is encrypted 
with a public key and a ciphertext class in this phase. 

• Extract(msk, S): On input the master-secret key msk 
and a set S of indices corresponding to different 
classes, it outputs the aggregate key for set S denoted 
by KS. This phase is executed by data owner for dele-
gating the decrypting power for a certain set of data 
blocks and it outputs the aggregate key for set data 
blocks. 

• Decrypt(KS, S, i, C): On input KS, the set S, an index i 
denoting the ciphertext class the ciphertext C belongs 
to, and C, it outputs the decrypted result m if i Є S. 
This phase is executed by a delegate who received, an 
aggregate key generated by Extract. On input of an 
aggregate key, set of data blocks, the output is the 
original data block. 
 

 
 
3.3 Implementation Details 
The aim of proposed system is to protect the data in transit 

and data at static. The in transit is directed from client to sto-
rage devices, while static data is the data stored in the peers. It 
is really difficult to conduct the experiment on real storage 
devices as it requires huge amount of resources and cost. The 
system will be working in five major olephases: 

• Setup phase 
• Key generation phase 
• Encryption phase 
• Extract Phase 
• Decryption phase 

In the setup phase the client will register to the system 
through portal. Next step is to divide the collected data into 
blocks of fixed threshold, as it is not feasible to store and en-
crypt the entire collected data. After dividing the data into 
blocks a key pair of public key and master key is generated. In 
the encryption phase each data block is encrypted with a pub-
lic key along with a ciphertext identifier. The master key is 
used by the client to decrypt the data blocks. If any other user 
wants to access any set of data blocks, he has request for the 
same. Client will send an aggregate key to the user of constant 
size, which will be used to decrypt the requested set of data 
blocks. Aggregate key generation is done in the extract phase. 

4 CONCLUSION 
In the last couple of decades, with the advancement in inte-

grated circuit and networking technologies, computers, devic-
es and networks have become highly pervasive with the in-
troduction, development and deployment of the Intetnet of 
Things. These tiny identifying devices and wearables process, 
generate and store data at an exponential rate with the in-
crease in their use worldwide. This data is precious to many 
enterprises, so there is requirement of secure mass storage 
systems. 
The proposed system is a secure storage system for IoT data 
based on the key aggregate cryptosystem scheme. As it is not 
feasible to encrypt the whole data, here data is divided into 
blocks and then each block is encrypted. More security is pro-
vided as each block is encrypted with a public key and a block 
identifier. To decrypt any set of data a constant size aggregate 
key is generated.  
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